
Congratulations to Andrei Badescu who has been 
granted tenure and was promoted to the rank of 
Associate Professor on July 1, 2011. Professor 
Badescu is a Professor in Actuarial Science. He is an 
internationally renowned expert in ruin theory, par-
ticularly for his work connecting risk processes with 
stochastic fluid flows.
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Congratulations to Don Fraser 
for his recent appointment by 
the Governor General as an 
Officer of the Order of Canada. This honour was 
bestowed upon Don for his contributions to the 
advancement of statistical sciences in Canada

Don’s impact within Canada can hardly be 
overstated: he has schooled several generations 
of leaders in the statistical and actuarial sciences, 
has made deep and original contributions to the 
theory of statistics, and has been the foremost 
intellectual leader of the discipline in Canada for 
the past 60 years.

2012
Andrews Academic Achievement Award (Master’s) 
Craig Burkett
Department of Statistics Doctoral Award
Lizhen Xu
Department of Statistics Teaching Assistant Awards 
Craig Burkett, uyen hoang, edwin Lei

Recent graduate Gun Ho Jang’s Ph.D. dissertation 
has been selected by the ISBA Prize Committee, 
as a finalist for the prestigious Savage Award in 
Theory and Methods and he has been invited to 
present his work at the ISBA World Meeting in 
Kyoto, Japan June 25-29, 2012. He was also the 
winner of the Pierre Robillard award for his work 
in 2011. Currently Gun Ho is a postdoctoral fellow 
in the Department of Biostatistics and Epidem-
iology, University of Pennsylvannia.

For her clear leadership and achievements in 
teaching and the widespread enthusiasm for her 
performance as an instructor. Dr. Gibbs is a lead-
ing innovator of statistics education and 
curriculum renewal in our Department and more 
broadly the Faculty of Arts and Science at the 
University of Toronto, Alison is also actively in-
volved in research in statistics education. 
Examples of this include an invited talk at the an-
nual meeting of the Statistical Society of Canada, 
Developing graduate students’ supervisory skills, an 
invited lecture at the University of Chicago, What 
is Statistics, Some thoughts on Education, and the 

manuscript Lessons from Medicine for the training 
of Statistical Consultants. She chairs the Statistical 
Education Committee for the SSC and attends 
several conferences on statistics education on an 
annual basis. She was Guest editor for the 
Canadian Journal of Statistics, is an Associate 
Editor for the SSC newsletter Liaison and was a 
member of the Canadian committee of the 
International Statistical Literacy Competition. We 
are fortunate to include Alison in our faculty ranks 
and we are particularly grateful to the Statistical 
Society of Canada for their support through the 
nomination process.

For his research program entitled “Functional and 
High-dimensional Data Analysis: Regularization, 
Representation and Regression”. Professor Yao was 
recruited to the University of Toronto from 
Colorado State University and we are fortunate to 
include him in our faculty ranks.  He is one of our 
more prolific, and widely read, researchers. One of 
his published articles, which appeared in the 
Journal of the American Statistical Association, 

was rated as the most read paper for the year 
2010 based on the number of times it was down-
loaded.  While on research leave he spent one 
term at the Statistical and Applied Mathematical 
Sciences Institute as an esteemed Research 
Fellow. There he gave the opening address for a 
thematic program and subsequently led one of 
the working groups. 

Awards: Faculty & Students Program News

Congratulations to 
Gun Ho Jang

The ERA is the successor to the premier’s research 
excellence award given to faculty within 10 years 
of the completion of their doctorate degree. 
Remarkably Russ has won this award after a mere 
six months into his faculty appointment here at 
the University of Toronto. However, Russ has an 
extraordinary publication record, mostly in the 
most prestigious conferences in Machine 
Learning, but also a highly cited article in Science. 
His PhD is in Computer Science and he has a 
strong background in Statistics. We are fortunate 
to include him in our faculty ranks.

Ruslan Salakhutdinov 
earns Early Researcher 
Award. 

Alison Gibbs wins Dean’s Outstanding 
Teaching Award 

Fang Yao earns Discovery Accelerator 
Supplement 

For his election to the Royal Society of Canada; 
the citation reads:

For profound and deep contributions to prob-
ability and statistics, including highly original and 
influential results on the mathematical analysis of 
Markov chain Monte Carlo methods. For excep-
tional breadth, as evidenced in his many collab- 
orations, his application of statistics and statistical 
computing to problems in several areas of science 
and social science, and his enthusiasm for encour-
aging students and junior researchers to reach 
their potential. For public service through his ded-
icated and skilled communication of probability 
and statistics to the broader public with his many 
popular writings, including his best- 
selling book, Struck by Lightning.  

Finally, those of us wanting to 
unlock the secret of Caramilk can 
refer to Jeff ’s tutorial at http://
www.youtube.com/watch?v =6X8prNS0PDw

Congratulations to 
Jeff Rosenthal 

First off, I would like to thank Prof. Knight, my 
predecessor, for handling the reigns as 
Graduate Chair so expertly, for his guidance 
and for his assistance in bringing me up to 
speed—thanks Keith! Second, I would like to 
thank the staff: Andrea, Angela, Annette and 
Carolyn who have made my transition into 
the role go all the more smoothly. Finally, but 
not least, I would like to thank the graduate 
committee (Profs. Badescu, Craiu, Feuverger, 
Yao, and Zhou) who were invaluable in help-
ing me make admission decisions and for 
providing support with other administrative 
issues.

There have been a number of exciting 
changes in the graduate program since I be-
gan in January 2012. Two of the most 
important ones are the creation of six new 
graduate courses (STA 45##) and the creation 
of the new PhD field in Mathematical Finance 
and Actuarial Science. 

The new courses are the first installment 
of what will eventually be fourteen 4500 level 
courses. These are concentrated six-week 
courses focusing on faculty’s areas of interest 
and research. They provide an introduction to 
the tools, methods, and theory that arise in 

our faculty’s research problems, but are acces-
sible to non-experts. This year we have 
introduced: Statistical Dependence: Copula 
Models and Beyond; Functional Data Analysis 
and Related Topics; Monte Carlo Estimation; 
Advanced Monte Carlo Methods and 
Applications; An Introduction to Bootstrap 
Methods; and Applied Stochastic Control: 
High Frequency and Algorithmic Trading.

The new PhD field in Mathematical 
Finance and Actuarial Science builds on the 
strength of the research faculty in this area 
and reflects (i) the historical fact that many of 
our graduates produced focused PhD thesis 
in this field; and more importantly (ii) to meet 
the demand from industry and incoming and 
prospective students for course work and su-
pervision in this fast past, dynamic and 
continually growing field. The new field has 
specialized course and comprehensive exam-
ination requirements, but statistics and 
probability is still at its core. I look forward to 
seeing this new field grow into a successful 
and integral part of the graduate program.

There are plans in the works for a number 
of other graduate program modifications and 
additions—so stay tuned!

Tenure & Promotion GRaduate StudIeS RepoRt 
by Sebastian Jaimungal, Associate Chair for Graduate Studies, Associate Professor, Dept. Statistics, U. Toronto

Congratulations to 
Don Fraser!

The program in applied statistics is designed to 
train students to meet that demand. This design 
has two fundamental features. One involves the 
acquisition of advanced expertise in statistical 
reasoning, methods and computation. The other 
is a clearly defined, and prescribed, concentration 
in another discipline that permits the student to 
become conversant in that discipline to the ex-
tent that they can effectively collaborate. The 
successful student will acquire enhanced skills in 
communication, consultation and collaboration. 
The program is e accessible to students in the 
sciences, social sciences, and other disciplines 
where specialized expertise in quantitative meth-
ods is an asset.

The applied statistics specialist program focus-
es on scientific problem solving and the 
collaborative nature of statistical practice. It aligns 
with new directions in statistical education that 
emphasize modern demands of the discipline 
through the application of statistical reasoning to 
important current problems in other areas.

As such it provides outstanding scientific training 
for work in collaborative research, and preparation 
for post-graduate work in statistics, biostatistics, 
or the concentration discipline where the stu-
dents’ quantitative expertise will prepare them to 
make potentia l ly  unique contr ibutions. 
Professional accreditation of statisticians is gaining 
worldwide prominence with accreditation pro-
grams in Canada, Australia, the United Kingdom, 
the United States, and some European countries. 
Graduates from this program will be prepared for 
a professional career in statistical practice and will 
be eligible to apply for the Associate Statistician 
designation from the Statistical Society of 
Canada. This program meets a need for develop-
ing statistical scientists who are prepared for both 
careers in industry and collaborative research. 
Currently, through collaborations with other units 
within the Faculty of Arts and Science, concentra-
tions have been defined for:  Astronomy and 
Astrophysics, Cognitive Psychology, Ecology and 
Evolutionary Biology, Genes Genetics and 

Biotechnology, Global Health, Health Studies, 
Health and Disease, Human Biology, Social 
Psychology. Active collaborations to add further 
concentrations continue apace.

new applied Statistics Specialist program

Sebastian Jaimungal, Associate Professor, Department of Statistical Sciences

2011
Andrews Academic Achievement Award (Master’s) 
hanyue Wang
Department of Statistics Doctoral Award
Ximing Xu
Department of Statistics Teaching Assistant Award 
Meng du, alex Shestopaloff, Shivon Sue-Chee, 
Ramya thinniyam
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There have been a couple of notable events that have occurred in the actu-
arial science program in the past academic year. One is the introduction of 
an important new course in the program, and the other is the Canadian 
Institute of Actuaries accreditation of the program.

The Faculty of Arts and Science awarded the Department of Statistical 
Sciences a CRIF (Curriculum Renewal Initiave Fund) grant to fund the new 
course “Issues In Actuarial Proactice” for 2011-12 and the 2012-12 academic 
years. This course has designed to be taught by practising actuaries has two 
main objectives. One of the objectives is to introduce students to issues that 
are of current importance to practising actuaries via a case study approach. 
The other objective is to provide students with the opportunity to hone their 
communication skills. Actuaries on the actuarial program’s Industry Advisory 
Board have, in recent years, identified competence in communication as the 
single most important skill in need of improvement in entry level actuaries. 
The evaluations given by both students and faculty at the conclusion of the 
course have indicated that the course has been very successful in meeting 
those objectives. The course will be offered again in 2012-13 and it is planned 
that the course will become a required course for all students in the actuarial 
specialist program starting in 2013-14

A couple of years ago the Canadian Institute of Actuaries (CIA) began 
planning a process by which actuarial science programs at Canadian univer-
ities could become “accredited programs”. One of the main objectives of this 
process was to provide students in accredited programs an alterante way in 
which to meet professional requirements needed to attain the professional 
actuarial credential. Traditionally, students in North America would take pro-
fessional actuarial exams as part of the path to the actuarial credential. 
Students in CIA accredited programs will be given equivalent credit for certain 
exams if they attain certain minimum grades in associated courses. University 
programs wanting to be considered for accreditation had to  high standards 

set by the CIA in areas such as the number,  experience and quality of faculty 
members in the program,  the and the content of courses. As one of the 
leading programs both in education and research, the U of T actuarial program 
qualified for accreditation from the CIA. There will be an ongoing review of 
programs to ensure that they continue to meet the requirements set by the 
CIA. There is a bit ofcontroversy regarding accreditaton in wider actuarial com-
munity. The umbrella organization representing actuaries in North America 
is the Society of Actuaries (SOA), which administers the professional exam-
ination system. For the time being, the SOA will not be recognizing the “credits” 
obtained by students under the CIA accreditation program. This difference 
between the CIA and SOA will likely be resolved over the next few years.

The actuarial program continues to be veryhealthy and strong in terms of 
the number and quality of students. There is a continuing demand from students 
for graduate level education in actuarial science, and there is a need for additional 
tenure stream faculty to allow for the teaching of graduate level courses.

The student actuarial club has been very active over the past several years. 
Some of the club’s activities have included organizing courses in EXCEL, inviting 
occasional speakers to talk about various areas of actuarial practice, the devel-
opment  of a mentorship program which matches recent grads who are now 
working as actuaries with current students, as well as various social activities.

The U of T actuarial science program has a an 
Industry Advisory Board for almost 20 years.

The Board consists of the department chair, 
the faculty members in the actuarial program and 
anywhere from eight to ten practising actuaries 
from Toronto area companies. Most of the indus-
try members are U of T alumni.

The Board meets once or twice per year to 
discuss issues of importance to the program. 
These issues include course content, and more 
gneerally preparation for students to enter in the 
actuarial profession.
The meetings have provided a forum for lively 
discussion and some excellent suggestions re-
garding enhancements to the program. Several 
of the courses offered in the program have been 
developed and implemented as a result of a need 
that becam apparent throughmeeting discus-
sions. This is true for at least three of the courses 
in the current actuarial program. The most recent 
of these courses, “Issues In Actuarial Practice” is 
discussed in another article in this newsletter.

 

The Industry Advisory Board has played a very 
important and useful part of the ongoing main-
tenance and development for the program. The 
Department of Statistical Sciences is very grateful 
to the board members for their willingness to take 
the time and effort to participate in the Board 
meetings.

In June 2010 NSERC requested that the mathe-
matical and statistical sciences community 
prepare a long range plan (LRP) for a five- to 
ten-year horizon. A steering committee for the 
LRP was established, chaired by Nancy Reid. The 
committee has been working hard since then, 
consulting with the mathematical and statistical 
sciences research communities, holding regular 
weekend meetings, and monthly teleconfer-
ence calls. In May 2012 a consultation draft of 
the plan was released, and the committee is 
now working on the final version, to be pub-
lished in fall, 2012.

 This is the first such research planning doc-
ument prepared for the mathematical and 
statistical sciences jointly. The plan discusses 
issues around Discovery Grant funding and sup-
port of graduate students and postdoctoral 
fellows, the Canadian Mathematical Sciences 
Institutes, and the Banff International Research 
Station. It includes discussion of proposals for a 
Canadian Statistical Institute and for the 
Mprime network in support of research partner-
ships between the mathematical and statistical 
sciences and government and industry.

Reports

Actuarial Science Program Update  
By: Professor Sam Broverman

Actuarial Science Industry Advisory Board 

LONG RANGE PLANNING IN MATHEMATICS 
AND STATISTICAL SCIENCES REPORT  By: Professor Nancy Reid

Committee members at a weekend meeting in Montreal in January, 2012.  In the photo L-R: Ed Bierstone, Director, Fields Institute for 
Research in the Mathematical Sciences. Niky Kamran, James McGill Professor, McGill Nancy Reid, U of Toronto, Alejandro Adem, 
Director, Pacific Institute for the Mathematical Sciences, Charmaine Dean, Dean of Science, Western University, Mark Lewis, Canada 
Research Chair, U Alberta, Christian Genest, Canada Research Chair, McGill.  Not present: Eddy Campbell, President, U New Brunswick; 
Gail Ivanoff, NSERC Group Chair (ex-officio); Rachel Kuske, Canada Research Chair, UBC; Anne-Marie Thompson, Director of Physical 
and Mathematical Sciences, NSERC (ex-officio).

In the photo L-R: 
Maria Zou 
Fiona Feng 
Han Zhao 
Mody Wang 
Lydia Sui 
Peter Qiang

Radu Craiu
Associate Professor

Department of Statistical Sciences

Ruslan Salakhutdinov received his PhD in comput-
er science from the University of Toronto in 2009. 
After spending two post-doctoral years at the 
Massachusetts Institute of Technology Artificial 
Intelligence Lab, he joined the University of 
Toronto as an Assistant Professor in the 
Department of Statistical Sciences.

Dr. Salakhutdinov’s research field is Statistical 
Machine Learning.

Machine Learning, a broad subfield of Artificial 
Intelligence (AI), is the study of algorithms that 
allow computers to efficiently process and auto-
matically discover structure from high-dimensional 
data using computational and statistical methods. 
Numerous applications include visual object rec-
ognition, language understanding, speech 
recognition, information retrieval, anomaly detec-
tion, and time series analysis.

In recent years, there has been a massive in-
crease in both computational power and the 
amount of data available from web, video camer-
as, high-throughput genomic sequencing 
technologies, and various laboratory measure-
ments. Building statistical models that can 

efficiently process and automatically discover 
meaningful representations from these data, 
should lead to many new scientific discoveries. 
New advances in machine learning will have a 
far-reaching impact on many research areas. For 
example, they can help neuroscientists analyze 
high-dimensional fMRI brain imaging data, or im-
prove product recommendation systems of 
companies like Amazon.

Dr. Salakhutdinov’s main scientific interest is to 
understand the computational and statistical prin-
ciples required for discovering structure in large 
amounts of data. His research focuses on devel-
oping large-scale hierarchical models that support 
inferences at multiple levels. This class of models 
provides a powerful tool for defining flexible 
probability distributions over high-dimensional 
data, and allows us to build rich probabilistic mod-
els that can automatically discover semantic 
regularities, structured relations, or invariances 
from large volumes of high-dimensional data.

Many existing machine learning systems today 
are fundamentally limited in their ability to learn 
complex structural relations from high-dimen-

s ional  input .  Dr. 
S a l a k h u t d i n o v ’s  
research aims to  
develop rich proba-
bilistic models that 
are multi-functional, 
contain multiple lev-
els of abstraction, 
capable of extracting higher-order knowledge 
from high-dimensional data, and successfully 
transfer acquired knowledge to learning new 
tasks. These models hold great promise for mak-
ing a big impact on many research areas, 
including computational biology, neuroscience, 
medical diagnosis, computer vision, data mining, 
and robotics.

Dr. Salakhutdinov’s published over two dozen 
research papers, including a highly cited paper in 
Science. He is the recipient of the Early Researcher 
Award, Connaught New Researcher Award, and a 
Scholar of the Canadian Institute for Advanced 
Research.

new Faculty: Ruslan Salakhutdinov
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BaCkGRound

Statistics Graduate Student Research Day is an annual event hosted by the 
Department of Statistical Sciences and the Statistics Graduate Student Union. 
The event was created to provide a venue for students and faulty to present 
their research to department members, members of the university commu-
nity, research figures in Canada, and international figures. The day included 
keynote addresses, graduate student presentations, and a panel discussion.

Graduate Student Research Day 2012 was hosted by the Statistics 
Graduate Student Union and the Department of Statistical Sciences on April 
19, 2012 by the Fields Institute. The theme was Models for Dependent Data. 
In parallel to the increase in data collection, technological progress in the last 
20 years have allowed inference to be performed on increasingly complicated 
models. Assumptions that used to be common in statistics, such as indepen-
dence, are becoming less common as technology allows for inference in 
models that better capture dependence in the data. Research Day 2012 ex-
plored some of these models, and how they are applied to several fields. 

The invited keynote speakers were well recognized international speakers:
	 • Michael Jordan: Professor, Department of Electrical Engineering and  
  Computer Sciences & Department of Statistics, University of   
  California, Berkeley
	 •	 David	Dunson:	Professor,	Department	of	Statistics,	 
  Duke University
	 •	 Marina	Meila:	Associate	Professor,	Department	of	Statistical	Sciences,		
   University of Washington
Presentations were made by students and postdoctoral fellows both internal 
and external to the department:
 •	 Andriy	Derkach:	PhD	Candidate,	Department	of	Statistical	Sciences,		
  University of Toronto
	 •	 Nitish	Srivastava:	MSc	Student,	Department	of	Computer	Science,		
  University of Toronto
	 •	 Paul	Nguyen:	Postdoctoral	Fellow,	Dalla	Lana	School	of	Public		 	
  Health, University of Toronto and Cancer Care Ontario

There were approximately 50 individuals attending. The cross-disciplinary 
nature of Statistics was reflected by a strong participation from the 
Department of Computer Science.

day oveRvIeW

Morning - Fields Institute, 222 College Street
The morning started with a keynote address by Professor Michael Jordan with 
a talk which focused on two connected themes:
	 •	 The	“bag	of	little	bootstraps”,	a	new	computationally	scalable	boot	
  strap procedure;
	 •	 Divide-and-conquer	strategies	for	matrix	completion,	related	to	a		
  recent NIPS paper.
The talk was a good opening to the day. He began by explicitly highlighting 
the crucial need for statistical methods to meet real-world demands through 
his personal experiences: statisticians may have a “great new method”, but 
can it run efficiently on a petabyte of data? He then moved to a more theo-
retical focus, discussing the two themes above.

This speech was followed by a student presentation by Andriy Derkach on 
Robust Association Tests for Rare Genetic Variants. He presented his current 
work on hybrid test statistics for rare variants that borrow strength from two 
classes of tests using Fisher’s method and the minimal p-value approach of 
combining p-values from the complementary linear and quadratic tests.

The morning continued with a second keynote address by Professor 
Marina Meila, who discussed statistical models for user preferences. While her 
talk involved estimation of a general parametric model, her presentation was 
well grounded in several real examples of modeling ranked preferences, in-
cluding voter preferences and boosting of search engines.

We closed the morning with a second student presentation by Nitish 
Srivastava on a deep belief network for learning joint features over multimodal 
data. Easily interpretable experimental results were presented using the MIR 
Flickr dataset, where the “joint features” were tagged images (image features 
and tags). It should be noted that this talk built on a similar talk he gave in 
the Machine Learning seminar series on March 15, allowing him to present 
new results following feedback in that seminar.

Afternoon - Bahen Centre, Room 1170
The afternoon began with a presentation by Paul Nguyen on mapping cancer 
risk in portions of Ontario. He presented the background of his statistical 
model and inference methods, placing it in the context of the Lambton and 
Middlesex counties in Ontario.

Professor David Dunson followed with his talk on Nonparametric Bayesian 
Learning from Big Data. He outlined the problems of the “large p, small n 
paradigm”, and reviewed current work on nonparametric Bayesian models 
that favour low-dimensional representations.

The event closed with a panel discussion involving the three keynote speakers 
and two professors from the University of Toronto Department of Statistical 
Sciences:
 •	 Jeffrey	Rosenthal:	Professor,	Department	of	Statistical	Sciences,	University	
  of Toronto
	 •	 Alison	Gibbs:	Teaching-Stream	Faculty,	Department	of	Statistical		Sciences,	 
  University of Toronto
I would like to note that Professor Gibbs was solicited for involvement as she 
is actively involved in both teaching and consulting, contrasting well with the 
research of the other panelists. In particular, her consulting work compensat-
ed for the lack of an industry panelist this year.

The panel focused on three main topics:
 •	 Adapting	the	graduate	curriculum	to	meet	current	demands	in	 
  industry and academia;
	 •	 The	apparent	advantage	of	a	PhD	from	a	well	known	/	“top”	school;
	 •	 The	distinction	between	Machine	Learning	and	Statistics.
These three topics sparked active involvement from both panelists and the 
audience. Professor Gibbs had much input on the the topic of graduate cur-
riculum, emphasizing the importance of breadth and being involved in more 
than just research. All panelists had much to say in regards to the importance 
of a school’s “name” / “reputation” for future career options, placing it in the 
context of all other factors (advisor letters, CV, journal publications, industry 
experience, etc). Professor Jordan brought us full circle by fleshing out his 
earlier comment on large data inference problems, suggesting that graduate 

Graduate Student   Research Day 2012 
Models for Dependent Data  
Report by: Cody Severinski, President, Statistics Graduate Student Union, Co-Chair, Research Day 2012 PhD Student, University of Toronto

students acquire training and experience with parallel computing tools such 
as MapReduce. Apparently this is part of the “divide” between Statistics and 
Computer Science in the information age: many computer science students 
were in the room and most (perhaps all) knew about MapReduce; only one 
from Statistics knew it existed.
Probably the most active topic was the final one, which focused on the dis-
tinction between Machine Learning and Statistics. For this topic, it was 
invaluable to have panelists from a diverse background (engineering, statis-
tics, consulting, etc) who would naturally have different perspectives. It was 
the general consensus that the distinction, if any, was sociological, and not 
in methods or techniques. A quote from Professor Jordan, paraphrased below, 
illustrated this with good humour: The optimist is the Computer Science student: 
try things. The Statistician is the pessimist... H_0: do nothing... be careful.

ConCLuSIon

Overall, the event was a huge success and an important academic and social 
event for all those who participated. It had heavy participation from neigh-
bouring disciplines (public health, computer science) and attracted visitors 
from neighbouring universities (ex: University of Waterloo). In particular, stu-
dents benefited greatly as they were able to exchange ideas and have direct 
interaction with top researchers in the field and establish connections for 
future collaborations. I personally encouraged the three keynote speakers to 
consider collaborative ventures with department members in a “thank you” 
email sent after the event.

Statistics Graduate Student Research Day 2012 was supported and funded by:
 •	 The	Statistics	Graduate	Student	Union,
	 •	 The	Department	of	Statistical	Sciences	at	the	University	of	Toronto,
	 •	 The	Fields	Institute

oRGanIzInG CoMMIttee

 •	 Cody	Severinski:	Co-chair,	PhD	Candidate,	
  Department of Statistical Sciences
	 •	 Ramya	Thinniyam:	Co-chair,	PhD	Candidate,	
  Department of Statistical Sciences
	 •	 Avideh	Sabeti:	PhD	Candidate,	Department	of	Statistical	Sciences
	 •	 Ximing	Xu:	PhD	Candidate,	Department	of	Statistical	Sciences
	 •	 Andriy	Derkach:	PhD	Candidate,	Department	of	Statistical	Sciences
	 •	 Chunyi	Wang:	PhD	Candidate,	Department	of	Statistical	Sciences
	 •	 Ruslan	Salakhutdinov:	Assistant	Professor,	Department	of	
  Statistical Sciences
	 •	 Zhou	Zhou:	Assistant	Professor,	Department	of	Statistical	Sciences

WIth addItIonaL thankS to:

 •	 Professor	James	Stafford:	Chair,	Department	of	Statistical	Sciences
	 •	 Christine	Bulguryemez:	Assistant	to	the	Chair,	Department	of	Statistical		
  Sciences
	 •	 Edwin	Lei:	Secretary,	Statistics	Graduate	Student	Union,	Department	
  of Statistics
	 •	 Alison	Conway:	Manager	of	Scientific	Programs,	Fields	Institute
	 •	 Claire	Dunlop:	General	Scientific	Program	Coordinator,	Fields	Institute
	 •	 Andrea	Yeomans:	Communications	Officer,	Fields	Institute

“Students benefited greatly as they were able to exchange ideas and have 
direct interaction with top researchers in the field.”

Sebastian Jaimungal
Associate Professor, Department of Statistical Sciences

Participants in Graduate Student Research day
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Sam began his academic studies as an under-
graduate in Mathematics & Physics at the 
Université de Montréal and then obtained an 
MSc in Mathematics at the University of British 
Columbia. He then made a career change and 
completed our MSc program in Statistics with 
distinction and moved on to our PhD program. 
For his dissertation, Sam focused on Math-
ematical Finance where he developed financial 
models and extended singular perturbation 
methods for application to commodity futures 
and derivatives. Prior to graduation, Sam worked 
as a Financial Engineer intern at TD Securities, 
had two major publications under his belt and 
completed the PhD program within 3 years of 
starting. He was presented with the Department’s 
PhD award for his innovative work, his dedication 
to research and his share intellectual prowess. On 
top of all of this, Sam was a pleasure to have 
around and added much to camaraderie within 
the Department – both within the student body 
and between the student body and faculty.

After graduation, Sam decided to take the 
industrial route (for now!) and from 2008-2010 
worked as a Quant Researcher at CPPIB in 
Toronto on algorithmic trading and low frequen-
cy trading strategies. He then moved to Austin, 
Texas in 2010 and took up a position as Quant 
Researcher at RGM Advisors (one of the top 
hedge funds in the world) where he now devel-
ops High Frequency Trading strategies.

The department is extremely proud of Sam and 
we look forward to seeing his career continue to 
blossom. We had a chance to (virutally) chat with 
Sam for a short Q & A. Here’s the correspondence...

What motivated you to excel at graduate work?

I felt it was a great opportunity to dig into deep 
quantitative topics and develop original research 
ideas; grad school offers boundless opportunity to 
do creative intellectual work. Also, I’ve always been 
motivated by intellectual challenges in general, so 
aiming at doing good academic work felt like a nat-
ural ambition for me. 

How has your PhD research equipped you for 
work in the real world? 

Developing a pragmatic sense for which research 

problems are worth your time is crucial (in aca-
demia or anywhere else); I very much improved 
those practical skills during my graduate studies 
and it served me well since then.

What advice would you give our current gradu-
ate MSc and PhD students? 

Be proactive - research is an entrepreneurial activity; 
it typically requires a lot of exploration, readings and 
excursions off the beaten roads.
 
What is one of your fondest memory of your time 
at U. Toronto?

Collaboration with my supervisor! Hanging out with 
other grad students... I used to organize a lot of “so-
cial pub evenings” back then, a good opportunity to 
relax, talk with other grads and share a few drinks; 
good times!

What do you do for fun? 

I  play, train and compete at tennis; I used to do the 
same at 9-ball, table tennis and other sports as well... 
but I do not have enough time to train at more than 
one activity these days. I like to read when time al-
lows. I always appreciate a good pint with friends.

Alumni Profile: Dr. Samuel Hikspoors, PhD (2008) 

Several faculty have been successful in creating 
new innovative courses in the Department 
through successful applications to the Arts and 
Science Curriculum Renewal Initiatives Fund 
(CRIF). Ensuring the best possible quality of aca-
demic experience for our students is the highest 
single priority in the Faculty of Arts & Science. To 
this end, the Faculty of Arts & Science created CRIF 
as an opportunity for academic units to pilot, be-
gin, or improve and solidify curricular innovations 
to enhance the learning experience of our under-
graduate students. The Department has had three 
successful CRIF applications.

Statistical Consultation, Collaboration and 
Communication This fourth year capstone course 
aligns with new directions in both statistics edu-
cation and the discipline. By its nature, statistics is 
collaborative, motivated by the need to develop 
new methods in the context of pressing scientific 

problems, including problems arising as a result 
of the proliferation of data generated by new 
technologies. Recent research in statistics educa-
tion emphasizes the need to immerse students in 
the process of statistical reasoning and engage 
them in real, collaborative projects.

Issues in actuarial practice Effective commu-
nication skills are a critical part of professional 
Actuarial life. Actuaries must often prepare written 
reports and deliver presentations, on highly tech-
nical material, to co-workers and clients in an easy 
to digest manner. U of T ’s Actuarial Science 
Industry Advisory Board, which consists of eight 
senior practicing Actuaries, has identified this skill 
set as a weakness in university graduates. They are 
not aware of any university program that explicitly 
addresses these essential skills in a targeted man-
ner as this course does.

Why numbers Matter This new second-year 
Statistics course is designed to teach non-science 
students about the importance of Quantitative 
Reasoning to so many different areas (poetry, 
gambling, politics, music, medicine, cryptography, 
finance, sports, demographics, and more).

Quantitative Reasoning (QR) has never been 
more important for multidisciplinary research, 
handling modern technology, following news 
reports, and being a productive and responsible 
citizen. The Faculty of Arts & Science has recog-
nized this fact by making QR a core competency 
to be addressed in all undergraduate programs. It 
is our hope that students taking this new course 
will gain new technical knowledge and under-
standing, and also fundamentally change their 
attitudes about numerical matters – becoming 
better-rounded and more productive citizens 
throughout their lives.

The Department partners with a CIHR program 
for Strategic Training in Advanced Genetic 
Epidemiology. STAGE is designed to train individuals 
at the interface of genetics and population health 
sciences in genetic epidemiology and statistical 
genetics—two disciplines currently facing a 
massive shortage of qualified individuals in Canada 
and elsewhere.

Initiatives in Curriculum Renewal
 by Jamie Stafford

StaGe

Statistical Collaborations

andrei badescu 
Breuer L., Badescu A.L., A generalised Gerber-Shiu measure for Markov-additive 
risk processes with phase-type claims and capital injections, Scandinavian 
Actuarial Journal, to appear. (2012).

Gong L., Badescu A.L., Cheung E., Recursive Methods for a Two-Dimensional Risk 
Process with Common Shocks, Insurance: Mathematics and Economics, 50, 109-
120. (2012)

Mitric I.R., Badescu A.L., Stanford D., On the absolute ruin in a Sparre Andersen 
risk model with constant interest, Insurance: Mathematics and Economics, 50, 
167-178. (2012).

sam broverman

Study Guide for SOA Exam FM, S. Broverman, self-published. (2012) 

Study Guide for SOA Exam MLC, S. Broverman, self-published. (2012)

Study Guide for SOA Exam C, S. Broverman, ACTEX publications, Winsted, 
Connecticut. (2012)

radu craiu

Roberto Casarin, Radu V. Craiu and Fabrizio Leisen. Interacting multiple try algo-
rithms with different proposal distributions. Statistics and Computing, to appear. 
(2012)

Radu V. Craiu and Avideh Sabeti. In Mixed Company: Bayesian Inference for 
Conditional Copulas Models with Discrete and Continuous Outcomes. Journal of 
Multivariate Analysis, 110, 106–120. (2012)

Zhijian Chen, Radu V. Craiu and Shelley B. Bull (2012). Two-phase stratified sam-
pling designs for regional sequencing. Genetic Epidemiology, 36, No.4, 320–332. 
(2012)

Radu V. Craiu and Xiao-Li Meng. Perfection within reach: Exact MCMC Sampling. 
Handbook of Markov chain Monte Carlo. Edited by Steve Brooks, Andrew 
Gelman, Galin Jones and Xiao-Li Meng, Chapman and Hall/CRC Press. (2011)

Publications
Radu V. Craiu, Thierry Duchesne, Daniel Fortin and Sophie Baillargeon. 
Conditional Logistic Regression with longitudinal follow up and individual-level 
random coefficients: A stable and efficient two-step estimation method. Journal 
of Computational and Graphical Statistics, 20, No. 3, 767–784. (2011)

Elif F. Acar, Radu V. Craiu and Fang Yao. Dependence Calibration in Conditional 
Copulas: A Nonparametric Approach. Biometrics, 67, No. 2, 445–453. (2011)

mike evans

Evans, M. and Jang, G-H. Weak informativity and the information in one prior 
relative to another. Statistical Science, Vol. 26, No. 3, 423–439. (2011)

Evans, M. and Jang, G-H. A limit result for the prior predictive applied to checking 
for prior-data conflict. Statistics and Probability Letters, 81, 1034–1038. (2011)

Review (MR2799022) for Mathematical Reviews of Principles of Uncertainty 
by J.B. Kadane, CRC Press. (2011)

andrey feuerverger

Andrey Feuerverger, Yu He, and Shashi Khatri, Statistical significance of the 
Netflix challenge. Statistical Science. Vol. 27, No. 2, pages 202-231. (2012)
 

don fraser

Fraser, D.A.S. Is Bayes posterior just quick and dirty confidence? With discussion. 
Statistical Science, 299–316. (2011). 

Fraser, D.A.S. Rejoinder: Is Bayes posterior just quick and dirty confidence? 
Statistical Science, 329–331. (2011). 

Fraser, D.A.S. Bayesian analysis or evidence based statistics. International 
Encyclopedia of Statistical Science (Springer). (2011). 

Fraser, D.A.S. and Reid, N. On default priors and approximate location models. 
Brazilian Journal of Probability and Statistics, 353–361. (2011). 
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Fraser, D.A.S., Ji, Kexin, Su, Jie,  Lin, Wei & Naderi, A. Exponential models:  
Approximations for probabilities. J. Iranian Statist. Soc. (2012). 

Fraser, D.A.S. The Bias in Bayes and how to measure it. Pakistan Journal of 
Statistics and Operation Research, 293–299. (2012).

Fraser, D.A.S., Hoang, U., Ji, K., Li, X., Li, L., Lin, W,, and Su, J. Vector exponential 
models and second order analysis. Pakistan Journal of Statistics and Operation 
Research, 293–299. (2012).

alison gibbs

Thomas M.S. Wolever, Alison L. Gibbs, Jennie Brand-Miller, Alison M.   Duncan, 
Valerie Hart, Benoît Lamarche, Susan M. Tosh, and Ruedi Duss. Bioactive oat β 
-glucan reduces LDL cholesterol in Caucasians and non-Caucasians. Nutrition 
Journal 10:130. (2011)

T.M.S. Wolever, A.L. Gibbs, J.-L. Chiasson, P.W. Connelly, R.G. Josse, L.A. Leiter, P. 
Maheux, R. Rabasa-Lhoret, N.W. Rodger, and E.A. Ryan. Altering source and 
amount of dietary carbohydrate has acute and chronic effects on postprandial 
glucose and triglycerides in type 2 diabetes: Canadian trial of Carbohydrates in 
Diabetes (CCD). Nutrition, Metabolism & Cardiovascular Diseases (in press). 
(2012).

Alison L. Gibbs, Jonathan Berkowitz, Saumen Mandal, Kevin Thorpe, Sunny 
Wang, Bethany White). What Should You Add to Your Reading List? Some rec-
ommendations from the Statistics Education Committee. SSC Liaison 25(4), 
31–35. (2011)

keith knight

Knight, K. The Lasso. Review article to appear in the Encyclopedia of 
Environmetrics. (2012)

sebastian  jaimungal

S. Jaimungal, M.O. de Souza and J. Zubelli. Real Option Valuation with Mean-
Reverting Ivestment and Costs. European Journal of Finance, Forthcoming. 
(2012).

S. Jaimungal, A. Kreinin, and A. Valov. The generalized Shiryaev’s problem and 
Skorokhod embedding. Theory of Probability and its Applications, Forthcoming. 
(2012).

S. Jaimungal and G. Sigloch. Incorporating Ambiguity and Risk Aversion into a 
Hybrid Model of Default. Mathematical Finance v22(1): 57–81. (2012).

J-P. Fouque, S. Jaimungal and M. Lorig. Spectral Decomposition of Option Prices 
in Fast Mean-Reverting Stochastic Volatility Models. SIAM Journal of Financial 
Mathematics v2: 665–69. (2011).

S. Jaimungal and V. Surkov. Lévy. Based Cross-Commodity Models and Derivative 
Valuation. SIAM Journal of Financial Mathematics v2: 464–487. (2011).

sheldon lin 
Chi, Y. and Lin, X.S. Are flexible premium variable annuities under-priced? ASTIN 
Bulletin, November issue. (2012).

Lee, S.C.K. and Lin, X.S. Modeling dependent risks with multivariate Erlang mix-
tures, ASTIN Bulletin, to appear in the May issue. (2012).

Liu, X. and Lin, X.S.  A subordinated Markov model for stochastic mortality, 
European Actuarial Journal, 2, 105–127. (2012).

Chi, Y. and Lin, X.S. On the threshold dividend strategy for a generalized jump-dif-
fusion risk model, it Insurance: Mathematics and Economics, 48, 326–337. 
(2011).

Willmot, G.E. and Lin, X.S. Risk modelling with the mixed Erlang distribution, 
Applied Stochastic Models in Business and Industry, 27, 2–22. (2011).

radford neal

Neal, R. M. How to View an MCMC Simulation as a Permutation, with Applications 
to Parallel Simulation and Improved Importance Sampling, http://arxiv.org/
abs/1205.0070. (2012)

Tarasov, L., Dykeb, A. S., Neal, R. M., and Peltier, W. R. A data-calibrated distribu-
tion of deglacial chronologies for the North American ice complex from 
glaciological modeling’’, Earth and Planetary Science Letters, vol. 315-316, pp. 
30–40. (2011)

Shahbaba, B., Lan, S., Johnson, W. O., and Neal, R. M. Split Hamiltonian Monte 
Carlo, http://arxiv.org/abs/1106.5941. (2011)

nancy reid

Reid, N. and Plante, J.-F.  Statistics in the News. American Statistician 64, 80–88. 
(2011).

Srivastava, M.S. and Reid, N. Testing the structure of the covariance matrix with 
fewerobservations that the dimension. J. Mult. Anal. 112, 156–17. (2012).

Reid, N. Likelihood inference for complex settings. Canad. J. Statist., to appear. 
(2012).

jeff rosenthal

K.Latuszynski, G.O. Roberts, and J.S. Rosenthal, Adaptive Gibbs samplers and 
related MCMC methods. Annals of Applied Probability, to appear. September. 
(2011).

D.M. Day, J.D. Nielsen, A.K. Ward, Y. Sun, J.S. Rosenthal, T. Duchesne, I. Bevc, and 
L. Rossman. Long-term Follow-up of the Criminal Activity of Adjudicated Youth 
in Ontario. Canadian Journal of Criminology and Criminal Justice, to appear. 
February. (2012).

M.A. Turner, J.S. Rosenthal, J. Chen, and C. Hao, Adaptation to Climate Change 
in Preindustrial Iceland. American Economic Review: Papers & Proceedings, to 
appear. March. (2012).

J.S. Rosenthal, Was the Conservative majority predictable? Canadian Journal of 
Statistics, 721–733. June. (2011).

J. Chen and J.S. Rosenthal, Decrypting Classical Cipher Text Using Markov Chain 
Monte Carlo. Statistics and Computing. 397–413. (2011).

J.S. Rosenthal and A.H. Yoon, Judicial Ghostwriting: Authorship on the U.S. 
Supreme Court. Cornell Law Review 1307–1343. (2011). 

Y. Bai, G.O. Roberts, and J.S. Rosenthal, On the Containment Condition for 
Adaptive Markov Chain Monte Carlo Algorithms. Advances and Applications in 
Statistics, 1–54. (2011).

Y.Atchad, G.O. Roberts, and J.S. Rosenthal, Towards Optimal Scaling of 
Metropolis-Coupled Markov Chain Monte Carlo. Statistics and Computing, 
555–568. (2011). 

S. Richardson, L. Bottolo, and J.S.~Rosenthal, Bayesian models for sparse regres-
sion analysis of high dimensional data. Bayesian Statistics conference 
proceedings. Oxford University Press, 539–560. (2011) 

J.S. Rosenthal, Optimal Proposal Distributions and Adaptive MCMC. Chapter 4 
of the book Handbook of Markov chain Monte Carlo,  by S. Brooks, A. Gelman, 
G.Jones, and X.-L.Meng, Chapman & Hall, (2011).

D.M. Day, J.D. Nielsen, A.K. Ward, Y. Sun, J.S. Rosenthal, I. Bevc, T. Duchesne, and 
L. Rossman, Trajectories of Criminal Activity in a Sample of 378 Adjudicated 
Ontario Youth. CPA/NACCJPC conference proceedings, June (2011).

J.S. Rosenthal, The Mathematics of Your Next Family Reunion’’. Published in Plus 
Magazine, December. (2011).

ruslan salakhutdinov

Roger Grosse, Ruslan Salakhutdinov, William Freeman, and Joshua Tenenbaum. 
Exploiting Compositionality to Explore a Large Space of Model Structures In 
Uncertainty in Artificial Intelligence (UAI). (2012).

Nitish Srivastava and Ruslan Salakhutdinov Learning Representations for 
Multimodal Data with Deep Belief Nets. In International Conference on Machine 
Learning (ICML), workshop on Representation Learning. (2012).

Yichuan Tang, Ruslan Salakhutdinov, and Geoffrey Hinton. Deep Lambertian 
Networks. In 29th International Conference on Machine Learning, (ICML). 
(2012) 

Yichuan Tang , Ruslan Salakhutdinov, and Geoffrey Hinton. Deep Mixtures of 
Factor Analysers. In 29th International Conference on Machine Learning (ICML). 
(2012). 

Brenden Lake, Ruslan Salakhutdinov, and Josh Tenenbaum. Concept learning 
as motor program induction: A large-scale empirical study. Proceedings of the 
34rd Annual Conference of the Cognitive Science Society. (2012).

Yichuan Tang, Ruslan Salakhutdinov, and Geoffrey Hinton. Robust Boltzmann 
Machines for Recognition and Denoising IEEE Computer Vision and Pattern 
Recognition, (CVPR). (2012). 

Ruslan Salakhutdinov, Josh Tenenbaum, and Antonio Torralba. One-Shot 
Learning with a Hierarchical Nonparametric Bayesian Model. Journal of Machine 
Learning Research, (JMLR). WC&P Unsupervised and Transfer Learning. (2012)

Sham Kakade, and Ruslan Salakhutdinov. Domain Adaptation: A Small Sample 
Statistical Approach Dean Foster, Journal of Machine Learning Research, (JMLR) 
W&CP 16 (AI & Statistics). (2012).

Machines Yaodong Zhang, Ruslan Salakhutdinov, Hung-An Chang, and James 
Glass. Resource Configurable Spoken Query Detection using Deep Boltzmann. In 
37th International Conference on Acoustics, Speech, and Signal Processing, 
(ICASSP). (2012) 

Ruslan Salakhutdinov, Josh Tenenbaum , Antonio Torralba. Learning to Learn 
with Compound Hierarchical-Deep Models. Neural Information Processing 
Systems, (NIPS 25). (2012). 

Joseph Lim, Ruslan Salakhutdinov Antonio Torralba. Transfer Learning by 
Borrowing Examples. Neural Information Processing Systems, (NIPS 25), (2012).

Rina Foygel, Ruslan Salakhutdinov Ohad Shamir, Nathan Srebro. Learning with 
the Weighted Trace-norm under Arbitrary Sampling Distributions. Neural 
Information Processing Systems (NIPS 25), 2012

jamie stafford

Brown, P, Nguyen, P. and Stafford, J. E. (2013). Local-EM and mismeasured data. 
Statistics and Probability Letters. 83, 135-140.
 
Nguyen, P., Brown, P, and Stafford, J. E. (2012). Mapping Cancer Risk in 
Southwestern Ontario with Changing Census Boundaries. Biometrics. 68, 
1228-1237.
 
Fan, C. S., Stafford, J. E. and Brown, P. (2011). Local-EM and the EMS Algorithm. 
Journal of Computational and Graphical Statistics. 20, 750-766.

muni s. srivastava

Srivastava, M.S., Kollo, T., and von Rosen, D. Some tests for the covariance matrix 
with fewer observations than the dimension under non-normality. Journal of 
Multivariate Analysis, 102, 1090-1103. (2011).

Kubokawa, T. and Srivastava, M.S. Akaike Information Criterion for Selecting 
Variables in the Nested Error Regression Model. Communication in Statist –
Theory and Methods, 41:15, 2626-2642. (2012).

Kubokawa, T. and Srivastava, M.S. Selection of Variables in Multivariate Regression 
Models for Large Dimensions. Communication in Statist –Theory and Methods, 
41:13-14, 2465-2489. (2012).

Srivastava, M.S. and Reid, N. Testing the structure of the covariance matrix with 
fewer observations than the dimension. Journal of  Multivariate Analysis, 112, 
156-171. (2012).

Yamada, T. and Srivastava, M.S. A Test for Multivariate Analysis of variance in High 
Dimension.  Communication in Statist –Theory and Methods, 41:13-14, 2602-
2615. (2012).

Hyodo, M. Yamada, T., and Srivastava, M.S. A Model selection criterion for dis-
criminant analysis of high-dimensional data with fewer observations. Journal of 
Statistical Planning and Inference, 142,3134-3145. (2012).

lei sun

Sun L. Detecting pedigree relationship errors. In Statistical Human Genetics: 
Methods and Protocols. Elston R, Satagopan J and Sun S (editors), Human 
Press, Inc. Springer, pp.25-46. (2012).

Sun L, Dimitromanolakis A. Identifying cryptic relationships. In Statistical Human 
Genetics: Methods and Protocols. Elston R, Satagopan J and Sun S (editors), 
Human Press, Inc. Springer, pp.47-58. (2012).



The staff at the Department of Statistical Sciences 
have seen a few changes over the past year. We 
welcomed our new Office Assistant Annette 
Courtemanche in June 2012. Annette has come 
to us from OISE/UT and the Munk School of Global 
Affairs and is the tireless, problem solver extrordi-
naire whose smiling face greets everyone who 
comes to the front office. 

Christine Bulguryemez, Assistant to the Chair 
and Financial office assistant, went on leave in July 
2011 and had a baby girl on August 7 named 
Lauren Bulguryemez. Congratulations to Christine 
and her family! 

We welcomed Carolyn Brioux this summer to fill 
in for Christine and she had to hit the ground run-
ning for September and hasn’t stopped since! She 
has been tireless with her organizational abilities, 
which are always in demand. Carolyn has come to 
us from the Dean’s office at Arts and Science and 
OISE/UT. 

Andrea Carter continues to shine in her role as 
Undergraduate and Graduate Administrator. 
Students, staff and faculty all rely on her vast 
knowledge of things well beyond her position and 
her willingness to jump in and help anyone who 
needs it. 

Staff News by  Angela Fleury

In the photo L-R: Christine Bulguryemez, Andrea Carter, 
Angela Fleury, Annette Courtemanche, Dermot Whelan 
Missing: Carolyn Brioux and Laurel Duquette

Laurel Duquette continues to engage with all 
kinds of interesting projects as the staff member 
of the Statistical Consulting Service. Most notably 
this year were a project on the probability of 
Falling Glass panels and a project to quantify dam-
ages from a large warehouse fire. 

Dermot Whelan continues to keep us all con-
nected and bring new ideas to technological and 
server issues for staff and faculty. No one at 
Statistical Sciences could manage the work they 
do without him!
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Acar E, Sun L (to appear). A generalized Kurskal-Wallis test incorporating group 
uncertainty with application to genetic association studies. Biometrics.
the GKW.test R function 

Derkach A, Lawless J, Sun L (Online). Robust and powerful tests for rare variants 
using Fisher’s method to combine evidence of association from two or more com-
plementary tests. Genetic Epidemiology.

Goncalves VF et al. (2012). DRD4 VNTR polymorphism and age at onset of severe 
mental illnesses. Neuroscience Letters 519(1):9-13.

Sun et al. Multiple apical plasma membrane constituents are associated with 
susceptibility to meconium ileus in individuals with cystic fibrosis. Nature 
Genetics 44:562-569. Newsroom. (2012).

Mirea L, Infante-Rivard C, Sun L, Bull SB. Strategies for genetic association anal-
yses combining unrelated case-control individuals and family trios. American 
Journal of Epidemiology 176(1):70-79. (2012).

 Wright et al. Genome-wide association and linkage identify modifier loci of lung 
disease severity in cystic fibrosis at 11p13 and 20q13.2. Nature Genetics 43:539-
548. (2011).

Faye L, Sun L, Dimitromanolakis A, Bull SB. A flexible genome-wide bootstrap 
method that accounts for ranking-and threshold-selection bias in GWAS inter-
pretation and replication study design. Statistics in Medicine 30:1898-1912. 
(2011).

Sun L. On the efficiency of genome-wide scans: a multiple hypothesis testing 
perspective. U.P.B. Sci. Bull., Series A., 73(1):19-26. (2011).

Sun L, Dimitromanolakis A, Faye L, Paterson AD, Waggott D, the DCCT/EDIC 
Research Group, Bull SB. BRsquared: a practical solution to the winner’s curse in 
genome-wide scans. Human Genetics 129:545-552. (2011). 

Dorfman R et al. Modulatory effect of the SLC9A3 gene on susceptibility to infec-
tions and pulmonary function in children with cystic fibrosis. Pediatric 
Pulmonology 46(4):385-392. (2011).

Li W et al. Understanding the population structure of North American patients 
with Cystic Fibrosis. Clinical Genetics 79:136-146. (2011).

Xu L, Craiu RV, Sun L. Bayesian methods to overcome the winner’s curse in genetic 
studies. Annals of Applied Statistics 5(1):201-231. (2011).

The news release for Sun et al. Nature Genetics might be also relevant to the 
newsletter (http://www.sickkids.ca/AboutSickKids/Newsroom/Past-
News/2012/multiple-genes-linked-to-differences-in-cf%20.html). (2012). This 
work highlights the benefit of integrating statistical methodology with other 
disciplines in scientific studies, says Dr. Lei Sun, an Associate Professor at the 
Dalla Lana School of Public Health and the Department of Statistics at U of T.”

fang yao

Acar, E., Craiu, R. V., and Yao, F. Dependence calibration in conditional copulas: a 
nonparametric approach. Biometrics, 67, 445-453. (2011).

Yao, F., Yue, F., and Lee, T. C. M. Functional mixture regression (web appendix). 
Biostatistics, 12, 341-353. (2011).

Sebastian Jaimungal
Associate Professor

Department of Statistical Sciences
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Seminars

September 22, 2011
Speaker: Gareth Roberts University of Warwick
Retrospective simulation
Host: JR

September 29, 2011
Speaker: Rob Deardon University of Guelph
Efficient forms of individual-level models for large-
scale spatial infectious disease systems
Host: RC

october 13, 2011
Speaker: Wenguang Sun University of Southern 
California
Large-Scale Multiple Testing Under Dependence and 
Beyond
Host: ZZ

october 20, 2011
New TA Training

october 27, 2011
Speaker: Jiahua Chen University of British 
Columbia
Properties of the Adjusted Empirical Likelihood 
Host: SL

november 3, 2011
Speaker: Paul McNicholas University of Guelph
Non-Gaussian model-based clustering and 
classification
Host: NR

november 10, 2011
Speaker: Zhibiao Zhao Penn State University
Efficient Regressions via Optimally Combining 
Quantile Information 
Host: ZZ

november 17, 2011
Speaker: Jan Hannig UNC Chapel Hill
On Generalized Fiducial Inference
Host: NR

november 24, 2011
Speaker: Graduate Student Seminar
Detecting Pleiotropic Effect via Bayesian Latent 
Variable ModelingA general statistical framework for 
analyzing rare variantsSurvey Design and Data 
Analysis with Embedded Experiments
Host: KK

december 8, 2011
Speaker: Chris Wild University of Auckland
Visualising randomisation and the bootstrap
Host: AG

January 19, 2012
Speaker: Xiao-Li Meng Harvard University
Statistical Education and Educating Statisticians: 
Producing wine connoisseurs  and master 
winemakers
Host: AG

January 20, 2012
(2:30-4:00 p.m. SS1073)
Speaker: Xiao-Li Meng Harvard University
The kick is in the residual (augmentation)!
Host: AG

January 26, 2012
Speaker: Mu Zhu University of Waterloo
Ensemble Learning: Classification and Variable 
Selection
Host: RC

February 9, 2012
Speaker: Xiaoping Shi, Department of Statistical 
Sciences
A novel and fast methodology for simultaneous mul-
tiple structural break estimation and variable 
selection for nonstationary time series models
Location: SS1069
Host: NR

February 16, 2012
Speaker: Alex Bloemendal
Location: SS1069
Host: BV

March 1, 2012
Speaker: Hanna Jankovski York University
Asymptotics of the discrete log-concave maximum 
likelihood estimator
Host: RC

March 15, 2012
Speaker: Yongtao Guan, University of Miami
Optimal intensity estimation of the intensity function 
of an inhomogeneous spatial point process
Host: ZZ

March 22, 2012
Seminars will begin at 3:10pm sharp! 
Graduate Student Seminars
Speakers:
Edwin Lei, PhD candidate, year 2
Jason Ricci, PhD candidate, year 2
Zeynep Baskurt, PhD candidate, year 4
Alex Shestopalo
ff, PhD candidate, year 4
Avideh Sabeti, PhD candidate, year 4
Ramya Thinniyam, PhD candidate, year 4
Chunyi Wang, PhD candidate, year 4
Ximing Xu, PhD candidate, year 4
Host: SJ

March 29, 2012
Speaker: Pengfei Li University of Waterloo
Hypothesis testing in finite mixture models: from the 
likelihood ratio test to EM-Test
Host: FY

april 5, 2012
Speaker: Zhibiao Zhao Penn State
Host: ZZ

Department of Statistical Sciences Seminars 2011-12

On October 20, 2010 the Department of Statistical Sciences at the University of 
Toronto marked World Statistics Day with the Public Lecture “Statistics in the 
Headlines” by Professor Jeffrey Rosenthal. World Statistics Day is a U.N. sponsored 
event to “acknowledge and celebrate the role of statistics in the social and eco-
nomic development of our societies” – Ban Ki-Moon, Secretary General.

The club aims to broaden students’ understanding 
and importance of statistics in our everyday lives, 
while, at the same ...time, helping statistics to 
grow in popularity at firstly at this institution. 
Statistics tends to be an assistant to a vast majority 
of fields of study, with most taking the courses 
because of other program requirements. We will 
provide students with opportunities to meet with 
fellow colleagues that share common interest, 
and to learn from each other and communicate 
different ideas. PHD Students will also be available 

at certain times to hold discussions with numer-
ous students. Interactive seminars given by PHD 
students, professors, and career specialists on dif-
ferent topics, ranging from career possibilities to 
intriguing topics such as “Do cars with bigger en-
gines really use more gas?” will be given in an 
attempt to build a community-like environment 
for affiliated members. The club will always strive 
to build and maintain a professional relationship 
with departments both inside and outside of the 
University.”

executives for 2012-2013 academic year:
Di Wang: President
Shiva Ashta: VP Membership
JiYeon Seok: Marketing Director
Faizan Mohsin: VP Public Relations
Dennis Luo: Executive Assistant
Haseong Kim: Executive Assistant
Xuefei Hou: Executive Assistant
Kateryna Bryukhanova: Executive Assistant
Nadia Muhe: Treasurer
Jinhyung Lee: Webmaster

The University of Toronto Statistics Club

In the photo L-R: Haseong Kim, Xuefei Hou, Kateryna Bryukhanova, Di Wang, Shiva Ashta, JiYeon Seok, Dennis Luo

Undergraduate Students
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On the Causes of Effects 
STEPHEN E. FIENBERG PROFESSOR
department of statistics, machine learning department, heinz college, and cylab, 
carnegie mellon university

JANUARY 21 @ 4:00pm

Uncertain Weather, Uncertain Climate
DOUG NYCHKA DIRECTOR
institute for mathematics applied to geosciences national center for atmospheric 
research university corporation for atmospheric research

MARCH 7 @ 12:00pm

Hot Enough for You? Uncertainty  
Quantification for Regional Climate  
Projections in North America 
NOEL A. CRESSIE PROFESSOR
department of statistics the ohio state university

APRIL 1 @ 4:00pm

Statistics: the new sexy?
ROB TIBSHIRANI PROFESSOR
departments of statistics and health research and policy stanford university

SEPTEMBER 12 @ TBA

Computationally Intensive Biology Problems
ROBERT GENTLEMAN SENIOR DIRECTOR
bioinformatics and computational biology genentech, inc.

October 10 @ TBA

Smart Use of Smartphones and other 
Mobile Devices to Improve Health
SUSAN MURPHY PROFESSOR
h.e. robbins professor of statistics and professor of psychiatry, research 
professor, institute for social research, university of michigan

NOVEMBER 21 @ TBA

For more information about this lecture series visit our 
website www.utstat.utoronto.ca


